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Abstract12

Earthquake ruptures often exhibit complex behaviors, including abrupt arrest followed13

by delayed re-nucleation. While on-fault stress heterogeneity is a recognized contribut-14

ing factor, as it can arrest or slow down rupture propagation, its interaction with prop-15

agating ruptures remains complex and not fully understood. Here, we study frictional16

ruptures under controlled laboratory conditions by imposing a heterogeneous stress field17

along an artificial fault. This setup consistently led to the spontaneous emergence of a18

well-defined stress barrier. Our results show that the presence and strength of the stress19

barrier systematically influence rupture propagation, sometimes in non-trivial ways. As20

expected, strong barriers tend to arrest ruptures, while weaker ones reduce their veloc-21

ity, inducing a time delay in the rupture propagation. However, we also observe several22

less-intuitive outcomes, including static triggering, barrier-induced supershear transition,23

and dynamic triggering. We elucidate the physics behind each interaction mechanism24

through Linear Elastic Fracture Mechanics (for the arrest and deceleration mechanisms)25

and the Rate-and-State framework (for the static triggering). Interestingly, static trig-26

gering and barrier-induced supershear transitions can enable rupture propagation be-27

yond barriers that are expected to arrest ruptures. Similarly, dynamic triggering can ac-28

celerate the onset of rupture beyond barriers that decelerate ruptures. Moreover, our ex-29

periments show that the barrier efficiency evolves over successive earthquake cycles, weak-30

ening with repeated partial ruptures and becoming permanent once complete ruptures31

break through the fault. This experimental study underscores the critical role of stress32

heterogeneity in controlling the dynamics of frictional ruptures and offers new insights33

into the physics of delayed rupture triggering.34

Plain Language Summary35

Earthquakes do not always break steadily through a fault. They can stop abruptly36

and restart later on, or be unexpectedly triggered. Many factors could cause this behav-37

ior, but the stress acting on the fault is surely one of the most important. This stress38

is often heterogeneous and can control the way the rupture propagates and stops. To in-39

vestigate this, we conducted laboratory experiments on an artificial fault, applying an40

uneven shear stress that led to the spontaneous formation of a stress barrier. When this41

barrier was strong, it stopped the ruptures, while when it was weaker, it slowed them42

down. Surprisingly, we also observed cases where the barrier caused ruptures to restart43

after a small delay, switch to faster modes of rupture, or trigger new ruptures beyond44

the barrier. Moreover, over repeated earthquake cycles, the barrier evolved: partial rup-45

tures weakened it until a full rupture broke through and made it permanent. We also46

gained basic insights into these processes from theoretical models. These results demon-47

strate that stress barriers play a crucial role in how earthquakes start, stop, and some-48

times restart. Understanding this behavior can help explain puzzling earthquake obser-49

vations in nature, such as delayed triggering and sudden changes in rupture speed.50

1 Introduction51

Earthquake rupture propagation is fueled by the energy stored in the medium sur-52

rounding the causative fault. As long as this available energy remains sufficient to over-53

come energy dissipation, the rupture will continue to advance. However, obstacles along54

the fault can impede this progression, potentially altering or stopping the rupture, de-55

pending on their strength. These obstacles can arise from various sources, including ge-56

ometrical complexities such as fault bends (Dal Zilio et al., 2019; Gabrieli & Tal, 2025)57

or segmented fault structures (Romanet et al., 2018), frictional heterogeneities such as58

velocity-strengthening patches (Lapusta & Rice, 2003; Kaneko et al., 2010; Dublanchet59

et al., 2013; Molina-Ormazabal et al., 2023; L. Wang et al., 2024), and heterogeneities60

of on-fault initial stresses. Among the earliest numerical studies of dynamic rupture, Das61
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& Aki (1977) investigated the effect of stress barriers on propagating ruptures and their62

associated slip distributions. Subsequent work by Day (1982); Das & Kostrov (1983);63

Fukuyama & Madariaga (2000) studied the response of a dynamically propagating rup-64

ture to either single asperities and increasingly complex heterogeneous distributions, re-65

vealing important implications for rupture velocity. Later, Ripperger et al. (2007) ex-66

plored the role of heterogeneous stress distribution with varying statistical properties,67

highlighting its influence on rupture size and seismic observables. Using 3D modeling,68

Dunham et al. (2003) demonstrated that a stress barrier can not only alter the rupture69

dynamics but also trigger a transition to supershear velocity. Similarly, Lapusta & Liu70

(2009) showed that normal stress heterogeneity can affect both rupture dynamics and71

the long-term evolution of fault activity over several seismic cycles.72

Recent laboratory studies have further illustrated the influence of heterogeneous73

stress distributions on frictional rupture behavior. One end-member scenario is rupture74

arrest caused by a stress heterogeneity, in particular a low shear stress area acting as a75

barrier to rupture propagation (Bayart et al., 2016; Ke et al., 2018; Bayart et al., 2018).76

Other studies have explored the influence of a reduction of local effective stress due to77

either fluid injection (S. B. Cebry et al., 2022) or a simulated one (Fryer et al., 2024),78

showing that different rupture sizes can be obtained depending on the stressing condi-79

tions. S. B. L. Cebry et al. (2022); Buijze et al. (2020); Paglialunga et al. (2025) showed80

that stress heterogeneities along the fault that emerge spontaneously from the loading81

boundary conditions have an impact on the location of rupture nucleation and the com-82

plexity of the seismic sequences. Moreover, S. B. Cebry et al. (2023) showed that a highly83

localized normal stress bump can act either as a barrier (hindering rupture propagation)84

or as an asperity (easing rupture propagation), strongly influencing rupture propagation85

and wave radiation (S. B. Cebry & McLaskey, 2024).86

The ability of a frictional rupture to overcome a stress barrier can be interpreted87

energetically within the framework of Linear Elastic Fracture Mechanics (LEFM) for shear88

cracks (Svetlizky & Fineberg, 2014; Kammer et al., 2015). The advancing rupture pro-89

duces a dynamic energy release rate at its tip (G), and rupture arrest is controlled by90

the static energy release rate G0. For propagation to be sustained, G0 must be equal to91

or exceed the fracture energy opposing the rupture (Gc). When G0 < Gc, the rupture92

arrests. This condition can arise from a locally elevated Gc, associated with a high-strength93

barrier, or from a locally reduced G0, often linked to a low-stress barrier (Madariaga &94

Olsen, 2001), or from the combined effect of both factors. Laboratory experiments have95

shown that a sufficiently high Gc barrier can indeed arrest rupture propagation (Gvirtz-96

man & Fineberg, 2021, 2023). Remarkably, these studies also reported that ruptures fre-97

quently re-nucleate on the opposite side of the barrier after a certain delay time. Sim-98

ilar delayed re-nucleation behavior was observed in S. B. Cebry et al. (2023); Paglialunga99

et al. (2025). However, the underlying physical mechanisms responsible for this time de-100

lay remain poorly constrained and are the subject of ongoing investigation.101

The concept of a propagating rupture decelerating or arresting, then re-accelerating102

or re-nucleating after a certain period, is known as delayed triggering (Freed, 2005). This103

term encompasses a range of phenomena, all of which involve stress redistribution re-104

sulting from previous earthquakes (referred to as causative events). Such stress changes105

can be static, as in the case of a stress increase caused by the arrest of a rupture (J.-C. Wang106

et al., 2003; Sheng et al., 2024). They can also be dynamic, such as transient stress per-107

turbations resulting from seismic waves radiated by ruptures on adjacent fault segments108

or neighboring faults (Hill et al., 1993; Brodsky et al., 2000; Gomberg et al., 2003; Gomberg109

& Johnson, 2005). These two conditions lead, respectively, to static triggering and dy-110

namic triggering.111

Several natural earthquakes have exhibited such delayed triggering behavior dur-112

ing their complex rupture. For instance, during the 2007 Mw 8.0 Pisco earthquake, two113

major asperities separated by about 60 km failed sequentially with a temporal gap of114
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approximately 60 s (Sladen et al., 2010). Similarly, the 2024 Mw 7.5 Noto earthquake115

involved the rupture of two distinct patches separated by a 10 s delay (Xu et al., 2024).116

Understanding the physical mechanisms underpinning such triggering phenomena is crit-117

ical for improving earthquake forecasting, including the integration of physics-based con-118

straints into aftershock prediction models (Hardebeck et al., 2024).119

In this study, we experimentally investigate the interaction between propagating120

frictional ruptures and stress heterogeneity. We identify a continuum of behaviors rang-121

ing from expected rupture arrest to more complex responses such as static and dynamic122

triggering. The governing physics of each interaction mechanism is examined, using the123

theoretical framework of Linear Elastic Fracture Mechanics and the Rate-and-State the-124

ory.125

2 Methods126

Frictional rupture experiments were performed using a direct shear biaxial appa-127

ratus (Figure 1) (Fryer et al., 2024). The experimental setup consists of two cuboids pressed128

together through three vertical pistons applying a normal load, and later sheared by a129

horizontal piston applying the shear load. The two samples have the following dimen-130

sions: 40 x 10 x 1 cm for the top block and 45 x 10 x 3 cm for the bottom block, in con-131

tact along an artificial fault of 40 x 1 cm. The analog material used was poly(methyl methacry-132

late) (PMMA) characterized by elastic properties Estat = 3.5 GPa and ν = 0.33, and133

seismic velocities Cp = 2700 m/s, Cs = 1350 m/s and Cr = 1442 m/s.134

The fault was equipped with thirteen strain gauge rosettes (i.e., assembly of three135

strain gauges oriented at 45°, 90°, and 135°relative to the fault direction), equally spaced136

and located around 3 mm from the fault. The measured strain tensors were converted137

to stress assuming plane stress conditions. Ten displacement sensors were also positioned138

at equidistant locations along the fault, 1 mm away from the fault plane. Each displace-139

ment sensor location is characterized by one fiber-optic sensor glued on the bottom sam-140

ple and a target mirror glued on the top sample to measure relative displacement (Fig-141

ure 1). Both strain and displacement measurements were acquired at a frequency of 2142

MHz.143

Dynamic rupture evolution was captured using a high-speed camera operating at144

1 million frames per second. The camera was triggered by acoustic waves radiated from145

the rupture and detected by a piezoelectric sensor located at the center of the top block,146

approximately 3 cm away from the fault, with a triggering threshold of 80 mV. Stress147

variations were further monitored via photoelasticity, exploiting the stress-induced bire-148

fringence of PMMA. Changes in light intensity were used to track rupture propagation149

during each event. Specifically, a line 0.06 mm from the fault was extracted from each150

frame to generate videograms, providing spatio-temporal maps of light intensity and thus151

a direct record of rupture front dynamics.152

A uniform normal stress, applied through three hydraulic pistons, was maintained153

between 100 to 200 bars (as measured at the pump). Shear loading was imposed under154

flow-control conditions at a rate of 0.5 cm3/min. To introduce a controlled stress het-155

erogeneity, a 4 cm-long rubber strip was inserted between the top sample and the steel156

distribution plate at the center of the fault. Despite its modest thickness of only 2 mm,157

the strip effectively concentrated normal stress in that region, thereby modifying the on-158

fault stress distribution (Figure 1d).159

This study used five experiments, each providing an average of 15 events, result-160

ing in 75 analyzed events overall.161
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Figure 1. Experimental apparatus located at ESEILA in Geoazur (France). a) Sketch of the

laboratory fault system, subjected to heterogeneous stress conditions. b) Frontal view. The two

samples are positioned one on top of the other to generate a 40 x 1 cm fault. Thirteen strain

gauge rosettes and ten displacement sensors are positioned at equidistant locations along the

fault. A piezoelectric sensor glued in the middle of the fault acts as a trigger. A rubber strip lo-

cated below the central piston modifies the externally applied stress. At the bottom (d.), a sketch

of the initial state of stress, showing a pronounced heterogeneity around location x = 11 − 25 cm.

c) Lateral view reveals the presence of a high-speed camera positioned exactly in front of the ar-

tificial fault. On the opposite side, a white light is emitted and polarized for the first time. After

being transmitted through the sample, it is polarized once again (perpendicularly to the direction

of the first polarization), before reaching the camera lens. d) Normal and shear stress distribution

at the beginning of a representative experiment.
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3 Results162

The experiments yielded consistent results. Each experiment began with a sequence163

of partial rupture events, which progressively transitioned into complete ruptures that164

occurred until the end of the experiment. The occurrence of each rupture modified the165

on-fault shear stress distribution τ(x), thereby influencing the behavior of subsequent166

events (Figure 2b-e).167

3.1 Seismic sequence168

A representative experiment is shown in Figure 2. The fault hosted sixteen events,169

of which the first eight were partial (i.e., the rupture extension was contained in the fault170

length), and the remaining eight were complete (i.e., the rupture propagated along the171

whole fault length). The on-fault stress distribution evolved during the experiment. The172

normal stress decreased in the central part of the fault from 2.8 MPa to around 1.8 MPa173

(Figure 2b). On the contrary, the shear stress increased in the region x = 10 − 20 cm174

due to the arrest of the repeated partial ruptures (dashed lines in Figure 2c,d). This is175

concurrent with a region of negative potential stress drop (Figure 2e). Throughout the176

phase of complete ruptures, the stress profile remained largely unchanged (solid lines in177

Figure 2b-e).178

Each rupture event was captured in a videogram, which was used to analyze the179

history of the rupture propagation front. In the first event, the rupture nucleated at the180

left edge of the fault, propagated over a distance of 10 cm, and subsequently arrested.181

Several successive partial events exhibited similar behavior. For example, event 5 nucle-182

ated at x = 5 cm, propagated bilaterally, and arrested at x = 12 cm, emitting clas-183

sical stopping S-waves. Differently, event 6 nucleated at x = 27 cm, propagated bilat-184

erally, and arrested at x = 20 cm. The arrest location is not arbitrary but coincides with185

the low shear stress region emerging in Figure 2c, regardless of the nucleation location.186

Event 9 is the first complete event occurring in the sequence. The rupture nucleated at187

x = 5 cm and propagated bilaterally. After a first propagation phase, it decelerated sig-188

nificantly at x = 16 cm, and only after a time interval did it resume its propagation to-189

ward the opposite fault edge. The following ruptures (f.e, events 10 and 16) showed a190

similar behavior, with the rupture decelerating around x = 16 cm before continuing their191

propagation. However, the duration of the deceleration phase became shorter toward the192

end of the sequence. The deceleration phase systematically occurred at a region where193

the normal stress presented a local increase.194

In the described laboratory sequence, the on-fault stress distribution dictated the195

nature of the single events. This first observation demonstrates that stress heterogene-196

ity can influence rupture propagation in various ways, including arresting or delaying it.197

3.2 Rupture–barrier interaction mechanisms198

Five distinct mechanisms were identified for the interaction between a propagat-199

ing rupture and stress heterogeneity. One representative example of each mechanism is200

shown in Figure 3.201

The first mechanism is rupture arrest. The partial rupture shown in Figure 3a202

nucleated at x = 5 cm, propagated bilaterally, reached a significant rupture velocity (Cf ≈203

Cs), and arrested at x = 14 cm. During propagation, the fault experienced a stress drop204

within the ruptured area and a stress increase adjacent to the arrest location (white curves205

in Figure 3a). The slip evolution reveals the emergence of an initial slip patch at the nu-206

cleation point, which grew over time, reaching a final slip of 11µm in the ruptured zone207

and negligible slip in the unruptured region (Figure 3c).208

–6–



manuscript submitted to JGR: Solid Earth

60 80 100 120 140 160 180 200 220

time (s)

0

5

10

15

20

25

30

35

40

n
(MPa)

0
(MPa) res

(MPa) (MPa)

1MPa

#event 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# trigger

80bar_04, Shear stress 

x 
(c

m
)

xxx

Rupture
Arrest

Arrest S-wave
Arrest S-wave

Rupture
Nucleation

Rupture
Deceleration

Cs

Cs
Cs

FIRWFIRW
FIRW

CsCs

a.                                                                                                                             b.               c.               d.               e.

f.                                                             g.                                                              h.

i.                                                             l.                                                               m.

0  1   2   3   0  0.5  1     0  0.5  1  -0.1 0 0.1

Figure 2. Representative experiment (80 bar-04). (a.) Temporal evolution of shear stress at

13 measuring locations. The curves are offset on the y-axis by the measuring location. Triggers

are shown at the bottom, and shaded bars indicate the spatial extent of the events. (b.), (c.), in-

dicate the background normal and shear stress spatial distribution before the single ruptures, (d.)

the residual stress after the single ruptures, and (e.) the potential stress drop (∆τ = τ0 − τres).

Note that dashed curves refer to partial events, and solid curves to complete events. (f.) to (m.)

show characteristic videograms of selected events. In particular, (f.) to (h.) show partial events,

and (i.) to (m.) complete events. Black and red markers indicate, respectively, the nucleation

and arrest location. Blue arrows indicate rupture deceleration.
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Figure 3. Collection of all representative rupture styles interacting with a stress barrier. ((a.),

(d.), (g.), (l.), (o.)) videogram of the selected rupture, with synchronized shear stress measure-

ments (in white) obtained through the thirteen strain gauge rosettes. ((b.), (e.), (h.), (m.), (p.))

rupture front evolution, obtained through manual picking from the videogram (on the top), and

rupture propagation velocity (on the bottom). The red-shaded region indicates the rupture nucle-

ation location, while the gray area indicates a region of either arrest (b.) or deceleration (e., h.,

m., p.). ((c.), (f.), (i.), (n.), (q.)) Spatiotemporal slip distribution during each event. The curves

are plotted with a time interval of 5 µs. Note that a different colormap (orange) indicates the pe-

riod during rupture deceleration. A shaded area indicates cases in which the displacement sensors

reached saturation, making their measurements unreliable (x=3-10 cm for (f.), (i.), and (q.)).
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The second interaction mechanism is static triggering. This occurs when a par-209

tial rupture modifies the stress state in an adjacent region, promoting a subsequent rup-210

ture. In Figure 3d, a first rupture nucleated at x = 6 cm, propagated bilaterally, and211

halted at x = 15 cm. As in the rupture arrest case, the fault experienced a stress drop212

in the ruptured segment and a stress increase near the arrest point. After a delay of 0.9ms,213

a second rupture nucleated at x = 26 cm and propagated bilaterally, breaking the en-214

tire fault. Notably, no rupture front propagation was observed during the time interval215

between the two subevents, with a propagation velocity effectively equal to zero (Fig-216

ure 3e). The slip evolution confirms this behavior, showing two distinct slip patches cor-217

responding to the two subevents and no slip associated with the delay interval (orange218

colorbar in Figure 3f).219

The third observed mechanism is the barrier-induced supershear transition220

(Figure 3g). In this example, the rupture nucleated similarly to the previous cases but221

did not arrest. It decelerated at x = 16 cm, reaching a minimum propagation velocity222

of 0.1Cs. This deceleration phase lasted about 0.17ms. Immediately after, a new rup-223

ture front emerged and rapidly accelerated to a supershear velocity of 0.9Cp (Figure 3h).224

The slip evolution shows an initial patch forming near the nucleation point and grow-225

ing as the rupture advanced, reaching a final slip of approximately 15µm. Minimal slip226

is associated with the deceleration phase.227

Another mechanism, often considered alongside rupture arrest, is rupture decel-228

eration. In the example shown in Figure 3l, the rupture nucleated at x = 6 cm and229

propagated with a rupture velocity Cf = 0.7Cs. Upon reaching x = 16 cm, the rup-230

ture front smoothly decelerated to Cf = 0.2Cs (Figure 3m). After traveling approx-231

imately 4 cm at this reduced velocity, it re-accelerated to Cf = Cs, maintaining that232

velocity until the end of propagation. The slip evolution highlights the significant con-233

tribution of the deceleration phase to the final slip distribution (Figure 3n), consistent234

with a rupture event exhibiting variable propagation velocity.235

The final interaction mechanism is dynamic triggering. This behavior was ob-236

served in only one event (Figures 3o,p). The rupture nucleated at x = 28 cm, propa-237

gated bilaterally, and reached Cf = 0.9Cs. It then decelerated sharply to Cf = 0.05Cs.238

After a delay of 0.2ms, the rupture abruptly accelerated and propagated toward the fault239

edge. This re-acceleration was not spontaneous but triggered by interface waves reflected240

from the right fault edge (at x = 40 cm). Consistent with the rupture history, the slip241

evolution shows an initial patch at x = 27 cm growing as the rupture advanced (Fig-242

ure 3q). The deceleration phase (orange colorbar) began before the rupture reached the243

fault edge and is associated with (i) an increase in slip as the rupture front arrived at244

the free boundary at x = 40 cm (red region) and (ii) an additional slip contribution gen-245

erated by the leftward-propagating interface wave reflecting back toward the stress het-246

erogeneity (lighter orange/yellow). The significant slip occurring at the right edge of the247

fault is typical of ruptures that reach the free surface (Huang et al., 2014).248

4 Discussion249

Our results demonstrate that stress heterogeneity along the fault can exert a strong250

influence on the dynamics of a propagating rupture (Figure 3). The nature of this in-251

teraction depends primarily on the strength of the stress barrier. As expected, a suffi-252

ciently strong barrier is capable of fully arresting the rupture, whereas a weaker barrier253

may only reduce its propagation velocity. However, our experiments also revealed sev-254

eral exceptions to this simple picture, indicating that rupture–barrier interactions are255

not always straightforward. In the following sections, we analyze the physical processes256

underlying the different interaction mechanisms, presenting them in order from the strongest257

to the weakest stress barriers.258
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4.1 Rupture arrest259

When a stress barrier is sufficiently strong, as at the beginning of our experiments,260

it is likely to arrest the rupture. This behavior can be described using Linear Elastic Frac-261

ture Mechanics, where the frictional rupture is modeled as a mode II crack. The prop-262

agation of a frictional rupture is controlled by the energy balance at its crack tip. As long263

as the static energy release rate G0 (i.e., the energy feeding the rupture propagation) is264

equal to or larger than the fracture energy Gc (i.e., energy opposing rupture propaga-265

tion), the rupture will propagate (Freund, 1998). On the contrary, the rupture will ar-266

rest if G0 < Gc. The latter case can occur either for a local decrease of G0 or for a lo-267

cal increase of Gc. Comparing the energy release rate of a rupture to the fault fracture268

energy allows the prediction of the rupture length (Kammer et al., 2015; Bayart et al.,269

2016; Ke et al., 2018; Fryer et al., 2024). The static energy release rate is computed as270

G0 =
K2

II(1− ν2)

E
, (1)

with KII the stress intensity factor for a mode II crack, and E and ν the elastic prop-271

erties of the bulk material. For an edge crack, i.e., a rupture reaching the boundary of272

the sample, with non-uniform stress drop ∆τ (Tada et al., 1973):273

KII(l) =
2

πl

∫ l

0

∆τ(s)
F (s/l)√
1− ( sl )

2
ds, (2)

with weight function F (s/l) = 1+0.3(1− ( sl )
5
4 ). For a seed crack, i.e., a rupture con-274

tained within the sample and far from its boundaries, it takes the form:275

KII(xnuc + l) =
1√
πl

∫ l

−l

∆τ(xnuc + s)

√
l ± s

l ∓ s
ds, (3)

where xnuc is the nucleation location. The stress drop along the fault was calculated as276

∆τ(x) = τ0(x)−τres(x), with τ0 the background stress and τres the residual stress mea-277

sured for the first observed complete rupture, assuming it is comparable for all complete278

ruptures (solid lines in Figure 2). The spatial distribution of fracture energy was com-279

puted exploiting its relation to normal stress (Bayart et al., 2016).280

The following rupture arrest criterion was used: when G0/Gc < 1 the rupture is ex-281

pected to arrest (Figure 4). For all the studied partial events, the LEFM arrest crite-282

rion fully predicted the measured arrest location, which, for most ruptures, occurred around283

x = 12 to 18 cm (Figure 4, inset). This is concurrent with the negative local stress drop,284

highlighting the presence of a stress barrier at that same location.285

4.2 Static triggering286

Stress heterogeneity can also promote static triggering. This occurs when the stress287

change induced by a rupture increases the stress in neighboring regions of the fault, in-288

ducing rupture nucleation (Freed, 2005). In our dataset, we observed this phenomenon289

three times. In the selected example, a rupture occurred on the left portion of the fault,290

arresting at x = 16 cm. After 0.9 ms, during which no slip occurred (Figure 3), a new291

rupture nucleated at x = 25 cm, rupturing the rest of the fault (Figure 5 a). The ar-292

rest of the rupture caused a significant shear stress increase ahead of the arrest location.293

This increase is larger in the vicinity (∼ 0.2 MPa) and lower, but still significant, fur-294

ther away (∼ 0.1 MPa) (Figure 5 b).295

The triggered nucleation can be interpreted using the Rate-and-State simple patch296

model (Dieterich, 1992), which has been applied to describe rupture jumps across ge-297

ometrical discontinuities (Kroll et al., 2023; Michel et al., 2025). This model accounts298

for remote stressing caused by slip in an adjacent fault region. If the induced stress in-299

crease is sufficiently large, nucleation occurs immediately. For smaller but still signifi-300

cant stress perturbations, the nucleation is delayed by a time ti until the local shear stress301

reaches its steady-state value.302
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Figure 4. Rupture arrest prediction through LEFM for experiment 100bar03. a) Non-uniform

stress drop distribution for all studied partial ruptures (Ev 02-08). b) G0
Gc

distribution for all rup-

tures. The red dotted line indicates the arrest criterion for G0
Gc

< 1. The inset shows the predicted

vs measured (on videogram) rupture arrest position for partial events of experiments 100bar03

and 80bar04. c) Videogram of Ev 04. The purple marker indicates the measured arrest location.

The same dot indicates the predicted arrest location in b).
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The model relies on the rate and state empirical constitutive friction law:303

τ = σ
(
µ0 + a ln

( V

V ∗

)
+ b ln

(V ∗ θ
Dc

))
, (4)

where µ0 is the steady-state friction coefficient at a reference slip rate V ∗, a and b are304

the direct and evolution effect constitutive parameters, respectively, θ is the state vari-305

able, and Dc is the characteristic distance for state evolution. An evolution law accom-306

panies eq. 4 (for instance, the aging law θ̇ = 1− θV
Dc

).307

For a rapid stress change, the slip rate induced on the neighboring fault region is308

(Kroll et al., 2023):309

V = V0 exp
( 1

aσn,0
(∆τ − τ0

σn,0
∆σn)

)
, (5)

where ∆τ and ∆σ are the change in shear and normal stress induced by the causative310

rupture, τ0, σn,0 the initial shear and normal stress values, and V0 the initial slip rate.311

A time to instability can be computed in the case of null driving stress (τ̇ = 0)312

as (Dieterich, 1992):313

ti =
a

H

( 1

V
− 1

VEQ

)
, (6)

where VEQ is the characteristic slip rate during dynamic propagation, and H = b
Dc

−314

k
σ , with k the stiffness of the patch.315

In the studied case, rate and state parameters characteristic of PMMA were used316

(Cochard et al., 2003): a=0.12, b=0.024, and Dc=1e-6 m. VEQ was chosen to be 0.5 m/s317

as measured in our events during dynamic rupture propagation, and V0 was set as 10−5
318

m/s. The local stiffness was computed as (Dieterich, 1992) k = ∆τ
δ ≃ 20 GPa/m.319

Given that, for all three cases, no change in normal stress induced by the original320

event was observed, the variables to be introduced in equation 5 reduce to σn,0, and ∆τ .321

These values were selected by computing an average of their spatial distribution in the322

region adjacent to the causative event arrest location (Figure 5 c, yellow area). This se-323

lection allowed the comparison between the expected time to instability (ti) and the mea-324

sured one (td) (Figure 5 d). The strong agreement between the two quantities indicates325

that the rate and state simple patch model can explain the static triggering mechanism326

observed in our experiments.327

4.3 Barrier-induced supershear transition328

An interaction mechanism largely investigated through analytical and numerical329

models (Dunham et al., 2003; Dunham, 2007; Liu & Lapusta, 2008; Lapusta & Liu, 2009;330

Weng et al., 2015), but experimentally observed here for the first time, is the barrier-331

induced supershear transition. It is known that propagating ruptures can spontaneously332

transition to supershear velocities (i.e., Cf > Cs) if the initial stress is high enough. A333

key quantity used as a transition criterion is the strength excess ratio S = τs−τ0
τ0−τd

, with334

τs, the static strength, τd the dynamic strength, and τ0 the background shear stress. When335

S < Sc = 1.77 for a distance greater than a given transition length L, a daughter rup-336

ture will nucleate and propagate at Cf > Cs (Burridge, 1973; Andrews, 1976). This has337

been largely observed and studied experimentally (Xia et al., 2004; Passelègue et al., 2013;338

Kammer et al., 2018; Rubino et al., 2020; Tal et al., 2022; Dong et al., 2023).339

However, the presence of stress heterogeneity can also induce a supershear tran-340

sition through different mechanisms (Dunham et al., 2003; Dunham, 2007; Liu & Lapusta,341

2008; Weng et al., 2015). Our observed example exhibits a rupture that nucleated at x =342

6 cm and propagated bilaterally (Figure 6). It significantly decelerated at x = 15 cm,343

reaching a velocity of Cf ≃ 0.2Cs (Figure 6, 3 h). At x = 19 cm, a new rupture front344
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Figure 5. a) Videogram of one representative example of static triggering (100bar03 Ev09).

b) Shear stress change map for the event in (a), obtained by spatially interpolating stress mea-

surements from strain gauges. c) Initial normal stress distribution (top) and shear stress change

before triggering (bottom). The yellow shaded area indicates the area interested by stress change

due to the original event. The dashed red line indicates the average value used in equation 5. d)

Comparison between the expected delay time ti and the measured delay time td for the three

observed cases.
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nucleated, accelerated, and reached supershear velocity (Cf ≃ 0.9Cp) after a propaga-345

tion distance of 3 cm. Similarly to Weng et al. (2015), the dynamic S ratio was computed346

for several locations along the fault as S(t) = τs−τ(t)
τ(t)−τd

(Figure 6 c).347

The S(t) ratio for one selected location before the stress barrier (x = 13 cm, in-348

dicated by light blue curve in Figure 6 c) started from an initial low value (0.8). It re-349

mained stable until the drop to zero concurrent with the passage of the rupture (τ(t) =350

τs), followed by a sudden increase (for τ(t) = τd).351

Inside the barrier (x = 20 cm, indicated by red curves in Figure 6 c), S(t) started352

from a higher value of ∼2, remained constant for a time interval of ∼0.2 ms, then grad-353

ually decreased over time until dropping to zero concurrent with the passage of the rup-354

ture tip. Once the rupture passed by, S(t) promptly increased as expected.355

Concerning the location past the barrier (x = 23 cm, indicated by dark blue curve356

in Figure 6 c), S(t) started from an already low value of ∼0.5. It remained constant for357

a time interval of ∼0.2 ms, then further decreased over time until dropping to zero con-358

current with the passage of the rupture tip, before suddenly increasing.359

The gradual decrease of S(t) inside the barrier (red curves) and immediately out-360

side (dark blue curves) is controlled by the local increase of stress caused by the initially361

halted rupture. As in the previous example of static triggering, when a rupture arrests,362

it generates a stress increase ahead of the arrest location, thus a decrease in S(t), which363

facilitates the emergence of a new rupture front accelerating to supershear velocities.364

In our example, the initial S ratio (S0) was already low outside of the barrier, with365

values between 0.07 and 0.2 (from x = 21 cm until the end of the fault, Figure 6 b).366

For such a low S0, one might expect the rupture to transition spontaneously to super-367

shear regardless of the presence of the barrier. However, this is not the case, as the ini-368

tial shear stress is also very low, resulting in a quite large transition distance (Liu & La-369

pusta, 2008). Computing the expected transition length as L = fs·Lc, with fs = 9.8(Sc−370

S0)
−3, and Lc =

4
π

µ
(1−ν)

Gc

(τ0−τr)
(Andrews, 1976; Passelègue et al., 2013), led to a L ≃371

15 cm. This transition length is much larger than observed in our example, where the372

rupture front accelerates to supershear velocity over a distance of only 3 cm. Surely, the373

low S0 helped sustain such a high propagation velocity until the end of the fault.374

This experimental observation corroborates previous numerical studies, suggest-375

ing that a stress barrier can induce supershear transition (Weng et al., 2015). This be-376

havior is governed by the local, gradual decrease of the S(t) ratio over time, driven by377

the increase in shear stress resulting from the initial rupture arrest.378

4.4 Rupture deceleration379

An additional effect of stress heterogeneity interacting with a propagating rupture380

can result in a simple deceleration. As described in the Section 4.1, considering LEFM,381

the propagation of a frictional rupture is controlled by the energy balance at its tip. This382

energy balance can then be corrected by the dynamic nature of the propagation phenomenon383

as G = G0 · g(Cf ), where g(Cf ) is a universal velocity function, which approaches 1384

for slow ruptures and 0 for fast ruptures (Freund, 1998). From this, a direct relation emerges385

between the rupture velocity and the energy ratio, Cf = f
(

G0

Gc

)
, suggesting that any386

significant change in the energy budget will result in a correspondingly considerable ef-387

fect on Cf .388

Similarly to section 4.1, the static energy release rate G0 was computed for all com-389

plete ruptures, considering a bilateral crack propagation (following eq. 3, Figure 7a). Around390

the nucleation location (x ≈ 6 cm), the fault manifested an overall high G0/Gc ratio391

of ∼ 5 (Figure 7b). For increasing crack lengths, the G0/Gc ratio gradually decreased392
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x=13 cm                x=20 cm                  x=23 cm

Figure 6. Representative example of barrier-induced supershear transition. a) Videogram of

the selected event, with synchronized shear stress measurements (in white). Light and dark blue

curves indicate the rupture front of the subshear and supershear propagation phases. Markers in-

dicate the location at which the S ratio was computed (c). b) Initial S ratio computed along the

default. The red dotted line indicates the Sc value. c) Temporal evolution of S(t) for five selected

locations around and inside the stress barrier.
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until dropping, depending on the single event, between 1.1 and 1.8 at x ∼ 20 cm. For393

larger crack lengths, the G0/Gc ratio gradually increased, reaching considerable values394

(∼ 30) towards the edge of the fault.395

As the G0/Gc distribution along the fault is expected to control Cf (x), it can be396

used to predict the propagation velocity profile. In the specific selected sequence, two397

versions of the universal velocity function were used. The first version is the commonly398

used approximation g(Cf ) ≈ 1−Cf/Cs (Freund, 1998). The second version is the ex-399

act function g(Cf ) = AII(Cf ) · k(Cf )
2 (chapter 6, Freund (1998)), where AII(Cf ) =400

C2
fαs

(1−ν)C2
sD

is the universal function of rupture velocity for mode II ruptures, with quan-401

tities αs and D depending on Cf , and k(Cf ) =
1−Cf/Cs√
1−Cf/Cd

is the universal function of402

rupture speed for elastic crack growth. Using the approximated function, the obtained403

rupture profile strongly overestimates the change in velocity due to the G0/Gc reduc-404

tion (blue curves in Figure 7c-i). However, using the exact universal function, the retrieved405

velocity profile, thus the rupture front, matches the observed one to a satisfactory ex-406

tent (Figure 7c-i, red curves). Indeed, when comparing the two versions of the velocity407

function, a clear discrepancy emerges (Figure 7l), as previously pointed out (Svetlizky408

et al., 2017). Moreover, note that this solution is derived for an elastic crack growth at409

a constant speed. This might not perfectly reflect the case presented here, where a quite410

abrupt deceleration occurs. Interestingly, despite the overall match between the predicted411

and observed rupture fronts, the largest discrepancy occurs for Event 10, which expe-412

rienced the largest abrupt deceleration.413

4.5 Dynamic triggering414

Another possible interaction mechanism observed in these laboratory sequences is415

dynamic triggering. It occurs when rupture nucleation is triggered by the passage of a416

seismic wave emitted by previous ruptures.417

In the observed event, a rupture nucleated at x = 28 cm and propagated bilat-418

erally. The leftward rupture tip soon encountered the barrier and experienced significant419

deceleration, reaching a propagation velocity of ∼ 0.1Cs. On the other side, the right-420

ward rupture tip reached the fault edge, generating a fault interface Rayleigh wave (FIRW421

in Ding et al. (2024), also observed by Latour et al. (2024)). Such a Rayleigh wave prop-422

agated toward the opposite fault edge and, upon reaching the already slowly propagat-423

ing rupture front, triggered its sudden re-acceleration. At that point, the rupture prop-424

agated at a high velocity (Cf ∼ Cs), and after ∼7 cm, it transitioned to supershear ve-425

locity and continued at that speed to the end of the fault.426

The case presented exemplifies how effective dynamic triggering can be in ’advanc-427

ing the clock’ of the second rupture propagation phase. In this specific case, the rupture428

would have passed through the barrier even without triggering, but over a significantly429

longer time interval. Dynamic triggering, however, pushed the rupture front through the430

barrier and anticipated its propagation.431

4.6 Barrier strength controls interaction mechanisms432

A propagating rupture can interact with a stress barrier in several ways, as demon-433

strated in the previous sections. However, the strength of this barrier determines which434

interaction mechanism will occur. One way to quantify the effect of the barrier on the435

rupture is to consider the induced time delay, i.e., the time interval by which the rup-436

ture is slowed down during its propagation. This time delay can be considerable (close437

to the recurrence time TR) for arrested ruptures, or minimal (close to the seismic wave438

travel time tr), for example, for dynamic triggering or decelerated ruptures.439
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Figure 7. Rupture front prediction through LEFM for experiment 80bar04. a) Non-uniform

stress drop distribution for all studied partial ruptures (Ev 10-16). b) G0
Gc

distribution for all rup-

tures. The red dotted line indicates the arrest criterion for G0
Gc

< 1. The inset shows the normal

stress distribution and the assumed fracture energy profile. c-i) Videograms of Ev 10-16 with

rupture front prediction using the approximated velocity function (in blue), and its exact solution

(in red). l) Approximation and exact solution for the velocity function g(Cf ) as a function of

rupture speed and energy ratio.
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Stopping S-waves

Reflected S-waves Fault-in
terface Rayleigh wave

Dynamic triggering

Figure 8. Videogram of the selected example of dynamic triggering. Labels indicate the gen-

erated (and/or reflected) seismic waves. The green curve highlights the rupture front.

For all studied events, the time delay (td) was measured as the difference between440

the time at which the rupture reached position x = 20 cm (past the barrier), where all441

ruptures had resumed dynamic propagation, and the time at which the S-wave radiated442

by the strong deceleration reached the same position (Figure 9, inset). For fast ruptures443

propagating at Cf ∼ Cs, this definition predicts td = 0. The measured td spanned a444

broad range of values, from 0.05 to 2.9 ms (up to ∼50 times larger than the S wave prop-445

agation time).446

Concurrently, a proxy for the strength of the barrier was quantified based on the447

local stress conditions as B = (τ barr0 −τ barrr )/τ barr0 , where τ barr0 denotes the background448

stress and τ barrr the residual stress, both at the barrier location (x = 17 cm). Negative449

B values indicate a condition where the patch is locked (τ barr0 − τ barrr < 0) and the450

driving stress is not high enough to overcome the residual strength. Under such condi-451

tions, which correspond to the highest barrier strength, ruptures are expected to arrest.452

We refer to this as the arresting barrier condition. On the contrary, when B is pos-453

itive ((τ barr0 −τ barrr ) > 0), the driving stress is high enough to allow rupture propaga-454

tion. The barrier strength becomes smaller as B increases. We refer to this as the de-455

celerating barrier condition.456

Comparing these quantities across all the studied events reveals a distinct range457

of time delays (Figure 9). As expected, all partial ruptures occur within the arresting458

barrier domain, with td = TR. Most of the remaining ruptures fall into the B-positive459

domain, where rupture propagation is not hindered (i.e., decelerating barrier condition).460

In this region, the time delays collapse along a well-defined curve, corresponding to the461

deceleration of the propagating rupture. As previously described, this is due to the re-462

duction of the available energy relative to the local fracture energy (decrease of G0/Gc).463

The observed time delays range between 0.05 and 1.7 ms, for B values between 0 and464

0.19.465
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Figure 9. Time delay (td) distribution as a function of B value
(
B =

(τbarr
0 −τbarr

r )

τbarr
0

)
(a.). The

stress conditions for arrested value are shown in the top subplot (events are not characterized by

any td), and all fall in the B < 0 domain. Remaining events fall into the B > 0 domain, exclud-

ing a few exceptions. Their td values cover a range between 0.1 and 2.8 ms. The inset shows how

the time delay is measured. b. Shows a zoom of a.

Other data points emerge, however, which do not collapse either on the arrested466

rupture domain or the ’deceleration curve’. One group corresponds to the static-triggered467

cases (diamond markers in Figure 9). This occurs for B values negative in two cases (-468

0.8, -0.1) and positive in one (0.1), leading to time delays respectively of 0.75, 0.9, and469

2.8 ms. A second group corresponds to the barrier-induced supershear cases (star mark-470

ers in Figure 9). This occurs for B values of -0.11 and -0.01, with both time delays of471

0.2 ms. The last group comprises the single observation of dynamic triggering (square472

marker in Figure 9). This occurs for a B value of 0.02, leading to a time delay of 0.25473

ms.474

An arresting stress barrier along the fault will arrest a propagating rupture, while475

a decelerating stress barrier will alter its propagation, reducing its velocity. Interestingly,476

certain interaction mechanisms may diverge from the typically observed framework. Static477

triggering, for example, can promote rupture propagation even under conditions that would478

normally act as an arresting barrier. More interestingly, the critical case of barrier-induced479

supershear transition, where not only is the rupture triggered under conditions in which480

it is not expected, but it also propagates at velocities much higher than otherwise ex-481

pected. A final example is provided by dynamic triggering. Although this occurs under482

decelerating barrier conditions, where rupture propagation might indeed be expected,483

dynamic triggering significantly advances the timing of rupture re-acceleration, causing484

it to occur well before the time expected by the LEFM deceleration curve.485

4.7 Long-term evolution of stress barrier486

It is interesting to observe not only how the single events interact with a stress bar-487

rier, but also how such a stress barrier evolves in time, as it is being broken by consec-488

utive events. In our experiments, the first rupture event encounters the strongest stress489
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barrier, i.e., negative potential stress drop (Figure 2e.). Its strength gradually diminishes490

as partial ruptures recurrently stop at the barrier location. As discussed earlier, the rup-491

ture generates a stress increase ahead of the arrest location (increase of τarr0 ), modify-492

ing the stress distribution, thus the barrier strength for the coming rupture (increase of493

B, Figure 9, Figure S1). After a significant number of partial ruptures, which depends494

on the initial stress distribution (between 5 and 9 events), B reaches a 0 value (Figure495

9, Figure S1). The barrier transitions from arresting (B < 0) to decelerating (B > 0).496

Under such conditions, it is easier for a rupture to propagate past the barrier along the497

entire fault. In our experiments, the first complete ruptures (1-2) were strongly affected498

by the presence of the barrier, showing significant time delays and positive B values. De-499

spite still being affected by the barrier, the following ruptures manifested shorter time500

delays concurrently with a higher B. The latter, in fact, reaches a plateau (B ∼ 0.08−501

1.8), inducing a similar time delay to the propagating ruptures (for similar nucleation502

conditions). The value of such a plateau depends on the overall stress distribution and503

is not modified by the occurrence of additional complete ruptures. At this point, the stress504

heterogeneity is incorporated into the along-fault stress distribution and becomes a weak505

permanent decelerating barrier.506

This observation highlights the long-term temporal evolution of a stress barrier for507

consecutive ruptures. The value of B (inversely proportional to the barrier strength),508

which is, at the beginning of the experiments, at its lowest (∼ −7), increases significantly509

with the occurrence of partial ruptures. Once complete ruptures start to occur, B soon510

reaches a plateau, indicating that the barrier has become permanent. However, this is511

valid under these particular experimental conditions. Note that the fault length to rup-512

ture nucleation length ratio is ∼ 15, relatively low to induce complex seismic sequences,513

which are favored by larger ratios (Lapusta & Liu, 2009; Cattania, 2019; Barbot, 2019;514

S. B. Cebry et al., 2023; Paglialunga et al., 2025)). The emergence of complex seismic515

sequences, including partial ruptures between complete ones, could change the way the516

stress barrier evolves over time. A previous numerical study (Lapusta & Liu, 2009) showed517

that the presence of a barrier can affect the nucleation location of the ruptures, thus in-518

fluencing its temporal long-term evolution. S. B. Cebry et al. (2023) showed, with ex-519

periments performed on an artificial fault, 1.75 times longer than the one used here, the520

emergence of complex seismic sequences. In their case, the ’bump’ (similar to what we521

call here stress barrier) evolves during the seismic sequence, arresting the partial events,522

and not affecting the complete ones. However, they showed that the bump ’persists over523

many seismic super cycles’. Other experiments conducted on faults 6.25 times larger also524

revealed the evolution of stress heterogeneity throughout multiple complex seismic se-525

quences (Paglialunga et al., 2025). The stress barrier remained constant throughout the526

entire experiment, although it evolved over the individual seismic cycles, resulting in par-527

tial events between complete ones. The dynamics of the complete events were also af-528

fected by the stress heterogeneity.529

4.8 Interpreting complex dynamics of natural earthquakes530

Natural earthquakes are often characterized by complex rupture dynamics. One531

example is the 2007 Mw 8.0 Pisco (Peru) earthquake, where two distinct asperities failed,532

with a time delay of around 60 seconds (Sladen et al., 2010). A source model of the earth-533

quake, obtained from joint inversion of InSAR and teleseismic data, highlighted two main534

slip patches: one close to the epicenter and a second one occurring ∼ 60 km away to-535

wards the South. The second patch slipped 60 s after the first one. The model resolu-536

tion does not permit discrimination between a slow rupture propagation between the two537

slip patches (∼ 1 km/s), or rupture at a usual speed and delayed re-nucleation of the538

second patch. Despite the uncertainty, the authors find the latter option more reason-539

able. Indeed, this interpretation bears similarities with our observed example of static540

triggering. In the experimental event (120bar-05 event4, Figure S2), two slip patches oc-541

curred on the fault, with a time delay of 1 ms, significantly larger than the dynamic rup-542
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ture propagation time, leaving the barrier zone unruptured. The time delay is, indeed,543

controlled by the static stress transfer on the second patch caused by the arrest of the544

first rupture.545

A more recent example of complex rupture is the 2024 Mw 7.5 Noto (Japan) earth-546

quake. In this case, a source inversion combining seismic and geodetic data revealed a547

dual rupture initiation with a 10 s time delay between the two subevents (Xu et al., 2024).548

Similarly to the previous example, a first rupture nucleated and propagated for a few549

kilometers before arresting. After 10 s, a second rupture nucleated around 16 km away550

from the hypocenter of the first rupture. It propagated bilaterally, finally rupturing the551

area between the two hypocenters, which had not slipped until that moment. Interest-552

ingly, this zone is the one that experienced the largest amount of slip. This indicates that553

the same area acted as an arresting barrier during the first stage of the rupture, and as554

an asperity during the second stage, enhancing further slip. Unlike the Pisco earthquake,555

where the two ruptures are spatially separated with no slip in between, in the Noto earth-556

quake, once the rupture nucleated on the opposite side of the barrier, it propagated back-557

ward, rupturing through the barrier and inducing further slip. This behavior could also558

be described as a case of static triggering. In particular, it bears similarities to event 14559

from experiment 100bar-13 (Figure S2). In our observed event, the second rupture nu-560

cleating on the other side of the barrier propagates bilaterally, finally breaking it and al-561

lowing slip.562

These two examples demonstrate how, despite their simplifying assumptions, lab-563

oratory frictional ruptures can be representative of the rupture behavior of natural earth-564

quakes and provide support in interpreting their rupture history.565

5 Conclusions566

Our experimental study shows that a propagating rupture can interact with a stress567

barrier in different ways, depending on its strength. In particular, stronger barriers ar-568

rest ruptures, while weaker ones cause their deceleration. Surely, these cases are abun-569

dantly observed and studied, and are well described by the Linear Elastic Fracture Me-570

chanics theory, considering the frictional rupture as a shear crack. However, although571

of rarer occurrence compared to the ones just mentioned, other interaction mechanisms572

were observed in this work, not necessarily described by the same theoretical framework.573

In particular, cases of static triggering, i.e., rupture triggered by static stress increase574

induced by a previous one, need the introduction of a more complex rate and state model575

to be described and predicted. Although occurring less frequently (4% of the measured576

ruptures experienced static triggering), this interaction mechanism can be highly effec-577

tive, as it can trigger ruptures under unfavorable stress states (i.e., arresting barrier con-578

ditions). Similarly, the barrier-induced supershear transition mechanism is also very ef-579

fective. It is expected to occur only for a critical stress state, with the barrier strength580

at the boundary between arresting and decelerating. On the contrary, this interaction581

is far from rupture arrest or deceleration, as it fuels the rupture’s transition to super-582

shear velocity over a short distance. A last observed interaction mechanism is dynamic583

triggering. This is more difficult to predict as it depends not only on the barrier strength,584

but also on the overall along-fault stress distribution and rupture history. In our exper-585

iments, it occurred in a case of decelerating barrier conditions. It can push the propa-586

gating rupture through the barrier, advancing its propagation and significantly reduc-587

ing the barrier-induced time delay.588

These observations collectively highlight that the majority of the ruptures respond589

to stress heterogeneity in an expected way, i.e., arresting or decelerating, as described590

by LEFM. In these cases, the rupture history can be predicted if the stress distribution591

is known. However, despite their rare statistical occurrence, other unexpected mecha-592
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nisms can take place, which do not respond to the same framework. These more com-593

plex ruptures remain, to date, unpredictable.594

Moreover, regardless of their nature, most interaction mechanisms featured a time595

delay in the rupture propagation. This phenomenon shares similarity with the concept596

of delayed triggering observed in natural earthquakes. It is then crucial to consider the597

role of heterogeneous stress distribution when studying complex rupture dynamics and598

interpreting earthquake source models.599
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